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Sensor networks which are exploited for environment monitoring are very often negatively af-
fected by surroundings. As a result, sensor nodes can often fail. The paper presents diagnosis
technique based on mutual tests among sensor nodes. Such diagnosis is considered as system lev-
el self-diagnosis. Traditionaly, system level self-diagnosis is used for detecting of permanently
faulty nodes. In the paper, we consider the problems of intermittent fault detection and suggest di-
agnosis procedures which allow distinguishing between different types of intermittent faults. For
each type of intermittent faults we developed diagnosis procedure. Keywords: diagnosis, sensor
networks, environment monitoring, environment.

JliarHOCHKA CEHCOPHHX MepeiK, SIKH 3aCTOCOBYIOTHCS ISl €KOJOTiYHOr0 MOHITOPHMHTY.
B.A. Mamikos, O.A. MamikoB. CeHCOPHI MepPeKi, sIKi BUKOPUCTOBYIOTBCS ISl MOHITOPHHTY HaB-
KOJIMIITHBOTO CEPEIOBUIIA, YXKE YacTO IMiJAI0ThCs HEraTHBHOMY BIUIUBY CaMOTO CEPEIOBHINA.
VY crarTi nmpejicTaBieHi AiarHOCTHYHI METO/IM, 3aCHOBaHI Ha B3a€MHHUX KOHTPOJISAX MK OKPEMHUMH
ceHcopamu. Take JUarHOCTHPOBAHE CEHCOPHOT MEPEXki BiIHOCHUTHCS JI0 CAMOIMIHOCTHPOBAHUIO
Ha  CHUCTeMHOMY piBHi. TpagMuiliHO  caMOiarHOCTYBaHHS HAa  CHCTEMHOMY  PiBHI
BHUKOPHUCTOBYETHCS ISl BUSIBJICHHST MOJIYJIIB 3 TOCTIHUMH BiiMOBamMu. Y CTAaTTi PO3TIISAAIOTHCS
npo6ieMu, NOB'sI3aHi 3 BUSBJICHHSAM MEPEMIKHHUX BiJIMOB i IIPOIIOHYIOTHCS TIArHOCTHYHI MPOIIe-
JIypu, IO JO3BOJISIFOTH PO3PI3HATH PIi3HI THIHM NEPEeMDKHUX BiIMOB. JIsi KOXXKHOTO THITY
MepeMiXKHUX BiZIMOB pO3po0iIeHa OKpeMa Hpoleaypa JiarHOoCTyBaHHS. Kiouosi ciosa: TiarHoc-
THKa, CCHCOPHI MEPEXi, CKOJIOTIUHiif MOHITOPUHT, HABKOJIUIIIHE CEPEIOBHIIE.

JIMarHOCTHKA CEHCOPHBIX ceTell NMPHMeHsIeMBIX /Ui YKOJIOTHYeCKOr0 MOHHTOPHHIA.
B.A.Marmkos, O.A. MaukoB. CeHCOpHBIE CETH, KOTOPbIE UCHOJB3YIOTCS JUIsi MOHHTOPHHIA OK-
PYy’Karowen cpe/ibl, 0YCHb YaCcTO MMOABEPIKEHbI OTPHIATEILHOMY BIMSIHHIO caMoii cpe/ipl. Crexct-
BHEM TAaKOT'O BIIMSHUS MOTYT OBITh YacThle OTKa3bl CEHCOPOB. B cTaThe mpeacTaBieHbI AMArHO-
CTHYECKHE METO/IbI, OCHOBAHHbBIC HA B3aHMMHBIX KOHTPOJISIX MEXK/Iy OTICIbHBIMU CEHCOpaMu. Ta-
KO€ JIMarHOCTUPOBAHE CEHCOPHON CEeTH OTHOCHUTCS K CaMOAMTHOCTUPOBAHMIO HA CHCTEMHOM
ypoBHe. TpaauIMOHHO CaMOJHarHOCTUPOBAHUE Ha CHCTEMHOM YPOBHE HCIIOJIB3YETCs [UIsi OOHa-
Py’KeHHsI MOJyJIeil ¢ TIOCTOSHHBIMU OTKa3aMu. B craTbe paccMaTpuBaroTCsi POOIEMBI, CBSI3aH-
HBIC C OOHAPY)KCHHEM IIEPEMEKAIONINXCS OTKA30B M MPEUIAraloTCs JHArHOCTHYECKHE MPOLIELy-
PbI, MO3BOJISIIOIIME PA3JIMYATh PA3JIMUHBIC THIIBI IIEPEMEKAIOMNXCs 0TKa30B. JIs Ka)/J0ro THa
NepeMeXaloIMXCcsl 0TKa30B pa3dpaboTaHa OTAENbHAs MPOLeSypa AMarHOCTHpoBaHus. Kiiouegbie
€108 TAATHOCTHKA, CEHCOPHBIE CETH, YKOJIOTMYECKHil MOHUTOPHHT, OKPY Kalolas cpe/a.

Problems of diagnosis of sensor sists of great number of sensor nodes
networks applied for environment each of which consists of sensing, com-
monitoring. Typical sensor network con-  puting, communication, actuation, and
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power components [1]. These compo-
nents are integrated on a single or multi-
ple boards, and packaged in a few cubic
inches. Sensor networks which can be
applied for environment monitoring (e.g.,
wireless sensor networks) usually consist
of tens to thousands of nodes that com-
municate through wireless channels for
information sharing and cooperative pro-
cessing. Communication among sensor
nodes can be used for diagnosis purposes.
In this paper, we are going to show how
diagnosis of sensor network can be per-
formed by using results of tests among
sensor nodes.

Wireless sensor networks can be de-
ployed on a global scale for environment
monitoring and habitat study, over a bat-
tle field for military surveillance and re-
connaissance, in emergent environments
for search and rescue, in factories for
condition based maintenance, in build-
ings for infrastructure health monitoring,
in homes to realize smart homes, or even
in bodies for patient monitoring [2].

Sensor networks which are used for
environment monitoring have some spe-
cific features such as:

- autonomous functioning for a long
time;

- working conditions can produce ex-
ternal faults for sensors;

- difficulties to provide centralized test-
ing facilities and diagnosis;

- necessity in online testing;

- high requirements for fault-tolerance
and survivability, etc.

In view of the listed above, the appro-
priate means and techniques for sensor
network checking and diagnosis should
be developed so as to satisfy the require-
ments of customer/ user of sensor net-
work. In the paper, we propose network
diagnosis based on the results of tests
performed by sensor nodes (i.e., without

external facilities). During diagnosis pro-
cedure sensor nodes test each other, and
then all test results are used in diagnosis
algorithm. Usually, such diagnosis was
exploited to reveal permanently faulty
components in complex systems. In view
of the fact that sensor nodes are also sus-
ceptible to intermittent faults [3] , direct
implementation of diagnosis based on
mutual tests in sensor networks may be
complicated. In this paper, we investigate
how diagnosis based on mutual tests can
treat the situations when one or more
sensor nodes have both permanent and
intermittent faults.

Diagnosis of intermittent faults

Based on the current literature availa-
ble on fault diagnosis in most of the sen-
sor network consisting of great number of
semnsor nodes, many network compo-
nents are subjected to intermittent faults
as compared to any other kind of faults,
such as permanent, transient and byzan-
tine. Occurrence of intermittent faults
may decrease the quality of service that a
network delivers. In view of this, there
have been performed a great number of
researches on developing techniques for
diagnosis of intermittent faults, modelling
intermittent faults and designing detec-
tion experiments for them.

Intermittent faults can be defined as
the faults whose presence is bounded in
time. In other words, a unit can possess
an intermittent fault but the effect of this
fault is present only part of time.

For the diagnosis purposes the
amount of time devoted to diagnosis pro-
cedure, t4 is very important. Depending
on the amount of time tq and on its posi-
tion on the time axis (see Fig. 1), the
same fault may be identified as a perma-
nent fault (case of tdl) and as an intermit-
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tent fault (case of tdz). There is also prob-
ability that during the diagnosis proce-

effect of IF is present

dure the effect of intermittent will not be
present (case of td3).

effect of IF is present
I

T

"d1

Figure 1.Intermittent fault in relation to the time ty

There should be named some valua-
ble works in the area of diagnosis of in-
termittent faults. Particularly, S. Kamal
and V. Page in [4] considered the prob-
lem of how many times a digital circuit
should be tested before the decision about
its state is made. At the beginning of test-
ing, the state of a unit is indefinite. The
testing procedure (i.e., repetition of tests)
is stopped either when the fault is detect-
ed or on the basis of a decision rule. The
authors suggested some decision rules for
termination of testing procedure with the
result that a unit is fault-free. According
to their research results, the intermittent
fault present in the unit can affect the be-
havior of the unit only part of time. How-
ever, if the effect of the intermittent fault
is present during the testing procedure,
then such fault will be detected. There-
fore, they describe the behavior of inter-
mittent faults (particularly, the occur-
rence of their effects) with the help of the
probability P (Si/ i), where Si denotes
the state of the unit when it possesses in-
termittent fault wi and the effect of the
fault is present.

Another approach to describing be-
havior of intermittent faults is presented
in [5]. In this case, an intermittent fault
has two states - active (AS) and passive
(PS). When an intermittent fault is in AS,
the effect of intermittent fault is present.

Whereas, when an intermittent fault is in
PS its effect is not present. Transfers
from one state to the other one are de-
scribed with the corresponding intensities
A and p (see Fig. 2)

A

¥

Figure 2: Model of intermittent fault

The process of transfers between the-
se two states can be described as contin-
uous Markov chain, where the time peri-
od during which the intermittent fault
stays in state AS (PS) is random value.
This random value has exponential prob-
ability distribution with mean 1/u
1/ 1).

The probabilistic models for describ-
ing the behavior of intermittent faults are
used for computer modeling of intermit-
tent faults and for designing intermittent
fault detection experiments.

Among the first problems that were
considered in the area of system level
self-diagnosis accounting intermittent
faults were the problems of developing
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the diagnosis procedure and the algo-
rithm allowing to identify intermittently
faulty units.

Considering intermittent faults in con-
text of system level self-diagnosis is very
important since imperfect test fault cov-
erage can lead to the same effect as the
presence of intermittent faults can pro-
duce. Thus, the assumption that Par = 1
(where Par is the probability that fault-
free unit will identify correctly the tested
faulty unit) can be relaxed when intermit-
tent faults are taken into consideration.

Attempts to exploit the same methods
for diagnosis intermittent faults as the
ones used for diagnosis of permanent
faults can considerably complicate the di-
agnosis and can lead to receiving incor-
rect (confusing) diagnosis results.

So, for example, for diagnosis of in-
termittent faults there should be consid-
ered three states of a unit, i.e., fault-free,
permanently faulty and intermittently

faulty. It means that probabilistic algo-
rithms have to consider 3" hypotheses
that may be time-consuming even for di-
agnosing the systems with not very large
number of units. In case of homogeneous
systems, there can be received the result
of diagnosis indicating that two hypothe-
ses made upon system unit state have
equal posterior probability (or near
equal). This situation can arise when sys-
tem units have approximately equal val-
ues of prior probabilities of fault-free
state.

In case of table algorithms, it is very
probable that a confusing result of diag-
nosis will be received, since presence of
intermittent faults contradicts the main
assumptions made for table algorithms
(e.g., Par = 1)

The situation when a system contains
an intermittently faulty unit is depicted in

Fig. 3.
O intermittent fault
. permanent fault

2

Figure 3: System with intermittently faulty unit

In the given case, the system consists
of five units. Let unit u; be intermittently
faulty and unit U, be permanently faulty.
The obtained syndrome is compatible
with the actual faulty situation in the sys-
tem.

Given the obtained syndrome, it is not
possible to make decision which of the
units, u; or Us, is fault-free, and which
one is intermittently faulty. To detect an
intermittent fault may be very difficult for
the reason that the behavior of a fault
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(expressed by the values of 1 and )
may be such that the fault either may stay
in PS for a long time (i.e., small value of
1), or may appear in AS for a very short
time (i.e., great value of ).

However, for some types of intermit-
tent faults there exist special methods
which make it easy to diagnose intermit-
tent faults.

It is worth noting that in case of in-
termittent faults, it is important not only
to identify intermittently faulty units, but
also to define the further step relating to
the treatment of the detected intermittent-
ly faulty units. So, for example, a unit
possessing the intermittent fault belong-
ing to a certain type can operate further
on even without any recovery operations
performed on it.

Given testing assignment, instances of
performing the tests and time durativ of a
test, there can be performed computer
modeling of diagnosis of intermittent
faults. Computer modeling is performed
for different values of 4 and p and is
aimed to determine the number of tests
repetitions, K, ensuring the correct detec-
tion of intermittent faults. Depending on
the obtained values of k, all intermittent
faults can be subdivided into three types.

Type 1. Includes the intermittent
faults which can be detected after repeti-
tion of each test several times (not greater
than few dozens).

Type 2. Includes the intermittent
faults which although can be detected by
way of tests repetitions, but the number
of tests repetitions must be great (in the
order of 10°).

Type 3. Includes the intermittent
faults which, with high probability, may
appear in AS for a short time and not
more than once during the diagnosis pro-
cedure.

It should be noted that the classifica-
tion of intermittent faults presented here
depends considerably on the parameters
of diagnosis procedure ( time duration of
a test, number of tests performed in one
round of tests repetitions, instants of tests
performing ect.).

Concurrent running of diagnosis pro-
cess and intermittent fault occurrence
process is depicted in sequence diagram
(see Fig. 4)

Ui Uz U3l u4
— >

—

Figure 4: Sequence diagram

The diagram consists of the vertical
dimension (time) and horizontal dimen-
sion (tests among the units). The tests
among the units are shown as horizontal
arrows. Their vertical position defines the
instants when test is performed. The re-
sult of test is shown under the arrow.
When the test is performed by a faulty
unit, the result of test may take value ei-
ther 0 or 1. That is why such test results
are expressed by X. Faulty state of a unit
is shown in the diagram as gray rectangle
on the vertical line of the corresponding
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unit. The height of rectangle corresponds
to the time duration of the faulty state of
the unit.

As it follows from Fig. 4, unit u; is
permanently faulty, unit U, is also perma-
nently faulty, but the fault occurs in the
unit during the diagnosis procedure.
Moreover, this fault in unit U, doesn’t in-
fluence the diagnosis result since unit U,
has performed all assigned tests before
the instants of fault occurrence.

Unit uz has intermittent fault. This
fault was in AS for a short time. During
the diagnosis procedure this intermittent
fault was in AS only once. Such intermit-
tent fault belongs to Type 3 of the above
presented classification of intermittent
faults.

Unit us also has intermittent fault.
However, as distinct from the intermittent

Ry = {rj}} .

Where rij' € R, Ry - syndrome ob-
tained during I-th round of test routine
repetition.

It can be easily seen that summary
syndrome is a subsyndrome of the syn-
drome which would have resulted from a
test routine if all the current faults in units
were of a permanent type.

Anytime the summary syndrome is
consistent, a diagnosis can certainly be
performed and a set of units can be iden-
tified as being faulty. Thus, diagnosis can
be performed if the following condition is
met

R €Ry, (1)
Where Ry is the set of summary syn-

dromes which would have been obtained
if all the current faults were permanent,

fault of unit uz, the fault of unit us has
been in AS several times and, thus, influ-
ences considerably the diagnosis result.
Intermittent fault of unit u, rather belongs
to Type 1 than to Type 2, since this fault
stays in AS longer than in PS, and, thus,
it can be detected after few times of test
repetitions.

For the diagnosis of intermittent fault
of Type 1, there were suggested methods
[6] based on summary (updated) syn-
drome, Ry Summary syndrome Ry is ob-
tained after performing m rounds of test
routine. Test routine is the testing which
is performed according to testing assign-
ment.

Summary syndrome Ry is computed
as

- I
Py = Ul'ij.
1

and the number of faults didn’t exceed
the value of't.

If condition (1) is met, the diagnosis
can be performed by using the methods
and algorithms used for diagnosing the
systems which can have only permanent-
ly faulty units. But, this time, the units
identified as faulty may indeed be either
permanently faulty or intermittently
faulty. When condition (1) is not met, the
obtained summary syndrome Ry is incon-
sistent and contains conflicting test re-
sults (i.e., some of the test results conflict
with each other). The result of diagnosis
received on the basis of inconsistent
summary syndrome will be incompatible.
Diagnosis result is incompatible when
some unit is evaluated by one fault-free
unit as fault-free but, at the same time,
another fault-free unit evaluates this unit
as faulty.
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In this case, the diagnosis usually
doesn’t continue and ends with the reset
that a system cannot be correctly diag-
nosed. This case can occur when system
units have intermittent faults either of
Type 2 or Type 3. When situation allows
to continue the diagnosis procedure, there
could be performed additional rounds of
test routine (testing) with the aim to catch
the intermittent faults in AS, and after-
wards to eliminate the inconsistency from
the summary syndrome.

The alternative solution of how to re-
solve the conflicts in test results doesn’t
require additional rounds of testing. It is
worth noting that this alternative solution
has a risk that the diagnosis result will be
inaccurate. This solution makes the basic
assumption that all undetected intermit-
tent faults belong to Type 3. Thus, the
probability of receiving inaccurate reset
of diagnosis, in the given case, is equal to

the probability that the made basic as-
sumption will not be true. The reasoning
for making this assumption can be ex-
plained by the fact that in current com-
plex systems the intermittent faults of
Type 3 can occur much more frequently
than the other types of intermittent faults
can.

The suggested alternative solution
consists in the following.

At the first step, the subset Z is deter-
mined. The subset Z contains all of the
units that, according to the summary syn-
drome, are identified as fault-free.

At the second step, the consistency of
all test results performed by the units of
subset Z is verified. In other words, there
will be checked if the units of subset Z
evaluate the units which don’t belong to
subset Z equally.

Checking procedure can result in one
of the situations depicted in Fig. 5.

a)

Situation A depicted in Fig. 5a can
occur by reason of:

1. Unit uj fails at the moment right be-
fore its participation in the last test in the
last round of testing. In the given case, it

b)
Figure 5: Situations caused by intermittent faults of Type 3

is the test t j that was performed by unit
Uj on unit U; .

2. Unit U; has intermittent fault of
Type 2, and unit U; is the single unit
whith has detected this fault.
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3. Unit U; is permanently faulty. The
test t jj is the first test that has been af-
fected by this fault. It means that before
test  jjunit ui was fault-free.

4. Unit u; is intermittently faulty. This
intermittent fault was detected only by
test T jj.

5. Either unit u; or unit U;j has intermit-
tent fault of Type 3. This intermittent
fault was in AS at the moment of per-
forming test © jj.

The situation A can also occur when
both units, U; and U; , are intermittently
faulty, but the probability of occurrence
of such situation is very small (negligi-
ble). Some examples of occurrence of
situation A are shown in Fig. 6.

In case of 2, 4, 5, there exist many
possibilities of how situation A can oc-
cur, but only one example is depicted.

Exception is made only for the case of 5
when two examples are depicted. Ac-
cording to the basic assumption made,
there are considered only intermittent

faults of Type 3 (case of 5).

Thus, we can conclude that either unit
ui or unit uj is intermittently faulty.An in-
termittent fault in a unit with high proba-
bility will not be in AS more than once
during system operating. It means that
the unit possessing such intermittent fault
can operate correctly for a long time after
the intermittent fault has transferred into
PS. In view of this, it is not important
which of the units, ui or uj , has intermit-
tent fault. The main goal, in this case, is
to eliminate inconsistency from the set of
test results. Consequently, the solution
consists in changing the result of test 7 ij
from 1 to 0.

Uy Uz U3 Us Oy Uy U3 ue Uy Uz s ue
i ]
ig 0 0 0
E | [ 5 o =
x 0 0 0
@ = & £l 3 'y E E B &= Ed
g 0 0
'-E 0 0 0
-} 1 I| 1 F 1 n
z z z
Ui ouziud us Ui U2 U3 us Ui Uz us
B,
TE r? 0 0
‘uE n A
B 0 o} a
—_—
= 0 0 Y
3 . ' [ L i = B "I )
f_‘s 0 [ Jo 0
= 0 e} 0
=2 —a —
1 1 0

Figure 6: Examples of occurrence of situation A
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Situation B depicted in Fig. 5b can
occur only in the case when unit uj has
intermittent fault which was detected by

all units of subset Z except the unit ui. In
Fig 7, there are shown some examples
which result in occurrence of situation B.

z Z 4
Ul uz Uz ug Uy Uz Uz us Ui uz U3 us
— -E. o - -
L : g 1 1
B 0 1 1
= — |—| -
0 0 0
= 4: ¥ - ag = = = = L = ==
- 1] 0 0
3 >
~3 1 0 0
o e — —
% 0 0 0

Figure 7: Examples of occurrence of situation B

In the given case, the solution is
straightforward. It is sufficient to change
the result of test 7 ij from 0 to 1.

More complex situation arises when
subset Z has only two elements (see Fig. 8)

Figure 8. Case when subset Z has only two el-
ements

In this case, it is possible to interpret
the obtained result either as situation A or
situation B. For making the choice be-
tween these two situations it is necessary
to compare the probabilities of these situ-
ations. When situation A is chosen, one

can conclude that either unit Uj or unit U
possesses an intermittent fault of Type 3.
When situation B is chosen, unit Uj pos-
sesses an intermittent fault of Type 2.
Since the probability of occurrence of in-
termittent fault of Type 2 is lesser that the
probability of occurrence of intermittent
fault of Type 3, it is reasonable to give
preference to the situation A.

Summarizing the above consideration
of diagnosis of intermittent faults, there
could be listed the following specific fea-
tures of such diagnosis:

I. Some intermittent faults which be-
long to Type 3 cannot be identified un-
ambiguously. In this case, there should be
resolved the conflicts among the test re-
sults produced by the fault-free units.

II. The diagnosis procedure consists
in the following:

Step 1. Performing m rounds of test
routine and obtaining summary syndrome
Rs
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Step 2. Checking the condition Ry €
Ro. If the condition is met, the subsequent
diagnosis is performed in the same man-
ner as diagnosis of permanent faults.
Otherwise, there should be performed the
next step.

Step 3. Determining subset Z by using
the summary syndrome. Subset Z con-
tains all of the units which were identi-
fied as fault-free by using the summary
syndrome.

Step 4. Verifying the consistency of
test results produced by the units of sub-
set Z.

Step 5. Resolving the conflict situa-
tion.

III. Intermittent faults can be subdi-
vided into three types according to the
value of m (number of rounds of test rou-
tine repetition which is needed to detect
an intermittent fault). Intermittent faults
of Type 1 can be indentified at Step 2.
Some intermittent faults of Type 2 can be
identified after performing Step 3. Inter-
mittent faults of Type 3 can be detected
(i.e., we can assert that the system has an
intermittent fault), but cannot be identi-
fied. Usually, the system can tolerate the-
se intermittent faults and is able to con-
tinue in delivering correct services. Con-
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TEXHOAOT'II OBPOBASIHHSA BIAXOMIB,
IIIO YTBOPIOIOTBHCSH ¥ ITPOILIECI
MEOIHUYHOI'O OBCAYI'OBYBAHHS, TA
IIOB’SISAHHX 3 IITHM OOCAIOHHUX POBIT

Cibinesa O. B.

JlepxaBHa eKOJIOTIYHA aKa/leMisl MICISIUIIIOMHOT OCBITH Ta YIPaBIIiHHSA,
ByJI. Mutpononura Bacwuns Jlunkiseskoro, 35, 03035, m. Kuis,
sibileva_elena@ukr.net

BUCBITIICHO OCHOBHI METOAM 3HE3apaKyBaHHsS, OOPOOJSHHS Ta B3HUIICHHS MEIMYHHMX
BIJIXO/IiB, @ TAKOXX BY3bKOCIEIiaIi30BaHOT TEXHIKH, SIKi 103BOJISITh OBHICTIO YCYHYTH BHXIJ He-
0e3NeyHnX MEJNYHHX BIIXOJIIB 32 MEXI 3aKJIaliB OXOPOHM 3/I0POB’Sl, SMEHIIUTH CIIO>KUBAHHS
3aco0iB XiMiuHOI nesiH(ekuil Ta 3amo0irTM TpaBMAaTU3My MEIMYHUX IpaliBHuKiB. HaBeneni
OCHOBHI IIepeBarn 3acTOCYBaHHs Cy4YaCHHX MapOBHX, MIPONI3HUX Ta IUIa3MOBUX YyTHIi3aTOPIB,
npo0iieM BIPOBAIKEHHS JAHUX TEXHOJIOTIH, a TaKo)K BUMOT CaHiTapHO-emiieMionoriutoi 6e3me-
KM SKHX MaloTh JOTPUMYBATHUCh NPAI[IBHUKH TIPU iX BUKOPHCTAHHs. Kuouoei ciosa: Meau4Hi
BIJIXO/IM, TEXHOJIOTI1 3HE3apaKeHHs, 00POOJITHHS, eKOJIOTiYHa Oe3reKa.

TexHoJI0ruu 00paGoTKH 0TX010B, 00Pa3yIOIINXCs B NpoLecce MeIHIHHCKOr0 00CIyKH-
BAHUs, U CBS3aHHBIX C THM HMCC/IEI0BATENbLCKUX padoT. TIpoaHanusupoBaHbl OCHOBHBIE Me-
TOJIbI 00€33apakuBaHus, 00pabOTKM M YHHUYTOKEHHs MEIMIMHCKUX OTXOJIOB, @ TAKXKE y3KOCIe-
LUAJN3UPOBAHHON TEXHUKH, KOTOPBIE MO3BOJIAT MOJIHOCTBIO YCTPAHUTH BBIXOJ ONACHBIX MEIHU-
LUHCKAX OTXOMOB 3a MPEAEbl YYPEKICHHIl 3pPaBOOXPAHEHMS, YMEHBLIUTh MOTPEOICHHE
CPEICTB XHMMUYECKOU Ne3MH(PEKLUU U TPEeIyNpeanTh TPABMATH3M MEIMIHHCKHX PaOOTHHKOB.
TIpuBesieHbl OCHOBHBIE NPEUMYIIECTBA IPUMEHEHHs COBPEMEHHBIX IIAPOBBIX, MHPOIM3HBIX U
TUIA3MEHHBIX yTHIIN3aTOPOB, MPOOJIEM BHEIPEHHs JaHHBIX TEXHOJIOTHiL, a Takke TpeOOBaHMIA ca-
HHUTAPHO-3ITHACMHOIOTHYECKOH G€30MacHOCTH, KOTOPBIX TOKHBI MPHUACPKUBATHCS PAOOTHUKH
npy BBIOOPE U UX MCIONBb30BAHUH. Kiouessie c106a. MEAULMHCKUE OTXOJbI, TEXHOIOTHN 00e3-
3apakuBaHusl, 00pabOTKH, IKOJIOTHYECcKast 0€30IaCHOCTb.

Disinfection technology of wastes formed during the medical services and the associated
researches. The main methods of decontamination, treatment and disposal of medical waste, as
well as highly specialized equipment that will completely eliminate the output of hazardous medi-
cal waste outside of health care centers, reduce the consumption of the means of chemical disin-
fection to prevent injuries and health professionals were analyzed. The main advantages of the use
of modern steam, pyrolized and plasma waste junker heat problems of implementation of these
technologies, as well as the requirements of sanitary and epidemiological rules to be followed by
employees in selecting and using them were cited. Keywords: medical waste disinfection technol-
ogy, processing, environment safety.

Oco0JMBY KaTeropird BIIXOAIB, IO  MPOIECi MEAUYHOTO OOCITYyrOBYyBaHHS Ta
BU3HAYAIOTh SIK HEOE3ME4HI Ta sKi M0- TOB’SA3aHUX 3 LUM JIOCHIHUX pPOOIT
TpeOytoTb  CHelialbHUX MeToxiB 1  (MexuuHi Bigxoxw) [1-2].
3ac00iB TMOBOJDKEHHSI 3 HHMHM, CTaHOB- BrockoHaneHHST  SIKOCTI  MEIMYHOL
JATh BIOXOQW, M[I0 YTBOPIOIOTECS y  JOMOMOIH Ha Cy4aCHOMY €Tarli PO3BHTKY
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