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Comparison Table of Aviation systems for forest fire extinguishing.

Traditional
System // Explosive-pulverize aviation pouring off
Parameters. bomb-author’s patents. Jettisoning

pulverization

TSA-500 | WB-160, WB-220,
(Bazalt) WB-350
% effective usage exiting. agent 10-30 60-90 1-3
Bomb’s Agent.Mass/ Specifi cal. . . o
mass kg/sq.m 330/2-3 160/0,5-0,7 |3000/10-50
Height air-apparatus flight, m 100 - 3000 100 - 3000 <200
Pulverize height from ground, m 1-3 10-30 10-50
“Bombing” precisely High High Poor
Square Extingh. Sg.m. 80-110 220-350 100 - 150
Timely Blowing Flame sg.m. 1000 250 - 310 1500 - 2500
Firefighting cost per m*, USD. 0,4-0,5 09-14 20-30
i : Water, Water,solution, gel, Water,
Pulverizing agent and materials solutions |wet sand, dirty, miry|  solution
Ensure evacuation way peoples |dangerous for| Effective- safe for :
Blow wave and splinters defeat | life of people people Poor effective
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Currently sensor networks are widely used in many areas such as aerospace, automation,
weather forecast, medical monitoring, natural event monitoring, object tracking, monitoring prod-
uct quality, combat field reconnaissance, military command and control and environment moni-
toring. Working conditions of sensor networks applied for environment monitoring have placed
new challenges to sensor networks developers due to the low availability of resources and mobile
nature of sensor nodes. Harsh environment where the sensor nodes are deployed often leads to
sensor node failures. Requirement to continue monitoring even when some sensor nodes have
failed increases to a great extent the requirement to ensuring fault-tolerance of sensor networks.
Technical diagnosis is considered as a major part of the facilities allowing providing fault-
tolerance of any complex system. Any omitted error can lead to failure of a complex system such
as sensor network is. Mostly, detection of faulty sensor nodes can be performed by network itself
without external facilities. Such diagnosis requires appropriate organization of individual test per-
formance. In the paper we consider different organization of tests performance in complex system
such as sensor network. Each possible organization of tests performance is evaluated and the cor-
responding recommendations about its applicability are given. Keywords: diagnosis, sensor net-
works, environment monitoring, environment.

IIpodaemu opranisanii BUKOHAHHS NMepPeBipOK y CEHCOPHHX Mepe:Kax, sIKH 3aCTOCOBY-
OTHCSI U1l €KOJIOTiYHOro MoHiTOpuHTry. B.A. Mamkos, O.A. Mamkos, C.T. AGizoB. B nanuit
4ac CEHCOPHI Mepexi MIHPOKO BHKOPHCTOBYIOTBCS B Pi3HMX 00JACTsAX — aepOKOCMiuHa, aBTOMa-
THYHE YIPABIIHHSI, IPOTHO3 ITOTO/H, MOHITOPHHT B MEAHMIIMHI, MOHITOPHHT Pi3HHX SIBHII y TIPH-
poji, JoTpUMaHHs 06'€KTiB, KOHTPOJIb SKOCTI HAa BUPOOHHUIITBI, BiiCbKOBa chepa, MOHITOPHHT Ha-
BKOJIMIIHBOTO CEPEIOBHIIA. YMOBH POOOTH CEHCOPHUX MEPEIK, SIKi 3aCTOCOBYIOTHCS [UISl MOHITO-
PHHIY HaBKOJIMIIHBOTO CEPEJOBHING, BHCYBAIOTh HOBI 3aBJAaHHS IEpe] PO3POOHHKAMU CEHCOP-
HUX MEpPEK, MOB'S3aHi 3 HU3bKOK JOCTYITHICTIO i MOGLIBHHM XapakTepoM €eJEMEHTIB MepeKi.
MoskiuBi CyBOpi YMOBH pOOOTH CIIPHSIOTH BUHUKHEHHIO BIZIMOB ceHCOpiB. Bumora 3abe3neunt
Ge3rnepepBHHU eKOJIOTIYHNI MOHITOPHUHI HABITh IPH BiMOBaX OKPEMHX CEHCOPIB MEpexi Bele
JI0 THBHIIECHHS BUMOT JO 3a0e3MeyYeHHs BiJIMOBOCTIMKOCTI CEHCOPHOI Mepeski. JliarHocTthka
BIZIMOBM CEHCOPIB PO3MIANAETHCS SK TOJOBHA YacTHHA KOIWITIB, IO 3a0€3Me4yroTh
BiIMOBOCTIHKICTh KOMIUIEKCHUX CHUCTEM. By/b-fiKa MOMYyICHA MOMHUIKA MOXE MPU3BECTH 0
BIIMOBH BCi€l CEHCOPHOT Mepeski. Y 6araTh0X BHIAIKAaX MPH BHUABJICHHI BIIMOBU CEHCOPIB MOX-
JIMBE BHUKOHAHHS BJIACHUMHU 3aco0amMm caMol CEHCOpHOI Mepexi 0e3 3alydeHHS 30BHIIIHIX
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JIIarHOCTHYHUX 3ac00iB. Takuili BUJ AiarHOCTHKKM BHMAra€ BiJIIOBIIHOI OopraHisaiiii mpoBeIeHHs
repeBipoK. Y CTaTTi pO3rUIAAaloThCS Pi3HI Opradizaiii BUKOHAHHS IE€PEBIPOK Y KOMILICKCHIiM
CHCTEMI, SIKOIO € CceHCOpHa Mepeka. OLIHIOETHCS KOXKHA MOJKJIMBA Opraisailis MpOBEICHHS
MePeBIPOK 1 Jal0ThCsl PEKOMEH ANl 11010 iX 3acTocyBaHHs. Killo4oBi ciioBa: qiarHocTuka, CeH-
COpHI MEpexXi, eKOJIOTI4HI MOHITOPHUHT, HABKOJIMUILIHE CEPEIOBHUILIE.

IIpo6/ieMbl OPraHM3anUy BHINOJIHEHHSI MPOBEPOK B CEHCOPHBIX CETSX MPHUMEHSIEMbIX
JJ11 IKOJIOTHYeCKOro MoHuTOopuHra. B.A. Mamkos, O.A. Mamikos, C.T. A6unos.. B Hacros-
1iee BpeMsi CEHCOPHbIC CETH LIMPOKO MCHONB3YIOTCS B PA3IMYHBIX 00JIACTIX — a9POKOCMHUYECKas,
aBTOMATHYECKOE YIIPABJICHHUE, IIPOTHO3 MOr0/ibl, MOHHUTOPHHT B MEAMLIMHE, MOHUTOPUHI pasjiny-
HBIX SIBJICHUIT B NIPUPOJIE, CIEI0BaHHE 0OBEKTOB, KOHTPOJIb KauecTBa Ha MPOM3BO/ICTBE, BOCHHASI
cdepa, MOHUTOPUHT OKPYIKAIOLIEH cpelbl. YCIOBHS paboThl CEHCOPHBIX CETEH, MPUMEHSIEMbIX
JUIS MOHHTOPHHTA OKPY’KAIOIICH CPEIbl, BHIIBUTAIOT HOBBIE 3a/1a4M Tiepe]| pa3paboTyMKaMu CeH-
COPHBIX CETeH, CBSI3aHHBIC C HU3KOI JJOCTYITHOCTBIO M MOOMIIBHBIM XapaKTepOM 3JIEMEHTOB CETH.
Bo3MOKHBIE CypOBBIE YCIIOBHSI PaGOThI CIIOCOOCTBYIOT BOSHHKHOBEHHIO OTKa30B ceHcopoB. Tpe-
GoBaHKe 00CCIICUNTh HENPEPBIBHBII 9KOJIOTHYECKHI MOHHTOPHHT Ja)Ke TP OTKa3ax OT/ENbHBIX
CEHCOPOB CETH BEIET K IOBBIICHHUIO TPEOOBAaHMIT K 0OCCIEUCHNIO 0TKA30yCTOHYNBOCTH CEHCOP-
HOiT ceTn. JIMarHocTHKa OTKA3aBIIMX CEHCOPOB PACCMATPHBACTCS KaK IJIaBHASI YacThb CPEJCTB,
00€eCIeunBaIINX OTKA30yCTOHINBOCTh KOMIUICKCHBIX cucTeM. JIiobas mporyiieHHas omnoka
MOJKET TPUBECTH K OTKa3y BCEH CEHCOPHOM ceTH. Bo MHOTHX ciiydasix 0OHapyKeHHEe OTKa3a CeH-
COPOB BO3MOXKHO BBITIOJIHEHO COOCTBEHHBIMH CPEICTBAMH CaMOW CEHCOPHOW ceTn 0Oe3 3ajaeict-
BOBaHMsI BHEIIHHUX IHATHOCTHYECKHX CPEACTB. Takoil BHJ JHAarHOCTHKH TPeOyeT COOTBETCTBYIO-
IIell OPraHM3aluy IPOBEIEHHUs IPOBEPOK. B cTaThe paccMaTpUBAOTCS pasinyHbIe OpraHM3aLiN
BBITIOJIHCHUSI TIPOBEPOK B KOMIUICKCHOW CHCTEME, KaKOBOMW SIBISICTCSI CeHCOpHast ceTh. OueHuBa-
eTCs KaXKasi BO3MOXKHASI OPraHHU3aLis [IPOBECHHS IPOBEPOK U JAIOTCS PEKOMEHIALNH OTHOCH-
TEJIbHO MX npuMeHenus. KiloueBble ¢J10Ba: IMarHOCTHKA, CEHCOPHBIC CETH, IKOJIOTHIECKHI MO-
HHUTOPHHT, OKPYKaroLas Cpesia.

* or entirely randomly (i.e., from the
Problems of organization of test beginning to the end of testing)

performance in sensor networks oeor adaptive_ly randomly. At _the be-
ap plied for environment moni- ginning, all units are engaged in tests
toring performing. Tests are performed ran-

domly. Once a test reset takes the value
! - of 1, the units participated in this test
agnosis the tests among system Units  (sq_called suspected pair) should only
can be_perfqrmed . be tested by other system units (i.e.,

* either in accordance with a pre-set  gnoy1q not perform tests on other units).

schedule (i.e., defined a priori) The choice of each pair of units for test-
e or in an adapted manner when, at ing is performed randomly.

the beginning, the tests are performed in In all cases, the intention is to mini-
accordance with defined a priori testing  jze the time of performance of the set
assignment. Once a unit is diagnosed as
. of tests (Ty).

fault free, the tests it performs are con-
sidered reliable, and therefore, any other
units should only be tested ones by this
fault-free unit to correctly determine its Scheduling allows to eliminate the
status. Thus, the testing assignment is  situations when tests are queuing. Dif-
adapted such that units diagnosed as ferent values of Ty may be obtained for
fault-free perform all the testing in the  different schedules of test performance.
system [1]. The task arises to find such schedule

For providing system level self-di-

Schedule of tests performance
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which ensures minimal value of Tx(i.e.,
optimal schedule).

Usually, system diagnosis model is
presented in the form of a graph. In
view of that, it will be convenient to
solve the problem of optimal schedule
determination also on the basis of mod-
el presented in the form of a graph.

Major parameters in this case are:

Q - the total number of tests which
should be performed

i—1
Q==

where ai - is the local degree of i-th
vertex of a non-oriented system testing
graph.

N - is the number of vertices in the
graph.

Since there are two units involved in
every test, it follows that at every step d
tests can be performed, where d is equal
to [N/2J. Under step we mean the

G(V.E) IG)

a)

amount of time which is equal to the
time of one test performing. Therefore,
the total number of steps, Ks, needed to
perform all tests, is equal to

Ks=[Q/d].

It should be noted that the minimal
number of steps, Kmin, required to per-
form all tests, cannot be less than the
value of local degree of any graph ver-
tex. Thus,

Kmin = max (Ks,max {o}) .

Hence, the minimal time of per-
forming all tests, Tmin, is equal to

Tmin = Kmin t,,

where t, - is the time of test per-
forming.

To find the optimal schedule of tests
performance that will provide Tmin, it is
necessary to fulfil the following opera-
tions in the initial testing graph. Firstly,
in the graph G(V,E), all edges are num-
bered form 1 to Q (e.g., see Fig. 1a).

G)

o ©
G @/
SEY
i

Figure 1: Graphs G(V,E), I(G) and I(G) for system with four units

Secondly, for the graph G(V,E) it is
determined the graph | (G) (see Fig. 1b)
whose vertices will be the edges E of
graph G, and whose edges will be cou-
ples (E,E"). Then, the complement of
the graph | (G) is generated (see Fig.

1c). Thirdly, for graph 1 (G) the adja-
cency matrix, M/ I (G)/, is formed (Ta-
ble 1).

If, in graph 1 (G), vertex 7, and ver-
tex zj are connected, or entry (i, j) of
matrix M/ I (G)/is 1, then tests z; and
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, where i, j € [1,Q] and i = j, can be
performed at the same step (that is, con-
currently).

L [1[2[3[4]5]
1[-]0]0[1]0
5[ 0[-[1[0]0
30[1]-[0]0
a1[0]0[-|0
5[0]00]0]-

Table 1: Adjacency matrix M/ 1 (G)/

Hence, the sought optimal schedule
of test performance can be determined
by using either graph | (G) or adja-
cency matrix M/ | (G)/ From matrix
M/ | (G)/it is possible to derive which
of the tests can be performed concur-
rently (case of entry (i, j) is 1). How-
ever, determining the schedule of tests
performance is not an easy task, espe-
cially when total number of test, Q, is
great. For the case when Q is not so
large, there can be helpful the trivial
method of matrix transformation. By
way of permuting the rows and columns
of matrix

M/ 1 (G)/it is possible to reach the
state when all entries of M/ | (G)/
which are 1 lay along the main diagonal
(see Table 2)

For the example under considera-
tion, such transformation of matrix
M/ | (G)/ can be performed by per-
muting the 2" and 4™ rows, and 2" and
4™ columns. In Table 2, the permuted

rows and columns are highlighted. After
such matrix transformation, it is possi-
ble to read the sough schedule of tests
performance directly from the table cap-
tion. For our case, the result is the se-
quence {1,4,3,2,5}. Taking into account
which tests can be performed concur-
rently, there can be determined the fol-
lowing schedule of test performance 1,
4—3,2—-5.

114|325
1-11]0]0|0
4(1|(-({0(0|0
3(/0/0]-(1]0
2(0/0|1(-10
5{(0[{0]0]0]-

Table 2: Matrix M/ | (G)after permutation

In the situations when there should
be performed a large number of tests,
there can be useful the following meth-
od. The method consists in decom-
position of the set of vertices of graph

I (G) into k disjoint subsets Py, P, ..,
Pk, where each subset P;, i = 1, .., k,
forms the complete graph on vertices
belonging to graph 1 (G) and

P =Py =...= [Pk =LN/2J=q

In the given case, all tests 7, i = 1, ..,
g, corresponding to vertices that belong
to the same subset P; can be performed
concurrently.

For vertices belonging to subset P;
the following expressions should be met

L(ra)[ T (78) = Pi— {ma} — {78}, B €[l,..q],

|r(n,)ﬂl“(ra)ﬂv..ﬂl“(n,ﬂ =q—{ra} + {75} + {1}, Ta,78, 75 € P

The given expressions are used for
determining subset P;. The algorithm of

determining all subsets Pj, i = 1, ..k,
consists in the following. Here are pre-
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sented only main features of algorithm
(details are omitted).

In matrix M/ 1 (G)/, the i-th row
(first in order) is selected and set 7" ()
is determined. Then, the j-th row is se-
lected, where 7; /" (), and set 77 (g) is
determined. After that, the following
new set A; is determined Ay = 7" (t)) N I”
(7j), for which (P, — {z} — {g}) c A

If A; = &, then it is necessary to se-
lect another element from set 7 (zj) if
such exists, and continue with new set
As.

If A1 =0, then element z,,; is selected
from set A; and the new set A, is deter-
mined

Ar=I(tn) N A,

for which (Py — {r} — {5} - {zns})
< A,. Then element ,,, is selected from
set A, and new set Az is determined Az =
F(Tnz) N A,

After repetition of this procedure k
times, we obtain Ay = /{tnk1) N At
where Ay = &. It means that P; — {t;} —
{u} —{tn} — {m2} — . ~{rka1}= 9.

From the last expression the sought
subset Py is determined. After that, it is_
necessary to remove from matrix M/ |

I(G)

(G)/ the rows and columns which cor-
respond to the elements of subset P;.
Using the remaining matrix, subset P,
can be determined the same way as sub-
set P, was determined. This procedure
can be spread on all other subsets P;, i =
3, 4, .., k. The following simple example
shows how the above considered algo-
rithm can be applied.

Let system consists of seven units
and has graph G(V,E) depicted in Fig.2

Figure 2: System with seven units

For the given graph G(V,E) graphs |
(G)and I (G) are as shown in Fig.3

NG)

Figure 3: Graphs I(G) and 1(G) for system with seven units
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Adjacency matrix M/ 1 (G)/is shown in Table 3.

1{2|3|4|5|6|7|8]|9]10
1 0j0j1|1|1|1|]0|0|1}| O
2 (0j0f0O|1f(1|21)1(0O|1|O
3frj0f0fO0|1|1|1|jO0(0O] 1
4 f1{1]0(0fOf1|1(1(0| O
S5 1Tg1 i1 |00 1 1|0 0
6 (1f(1f1({1|0(0O]|OjJO|O] 1
7(0j1(1|1|(1|0]O|0O]|]O| 1
gjfofofojrj1f1jojof1]|1
9)1j10|j0(0j0(0O|1]0] 1
wjofojrjofofr|{rf1{1|0

Table 3: Adjancency matrix M/ I (G)/for graph I (G)

Since Q = 10 and d = N/2] = 3, the
total number of steps, Ks, needed to per-
form all tests, is equal to

K, = [%] =[10/3] =4

At the beginning, there will deter-
mined subset P; = {1, 73, 75}. It means
that tests 7, 73 and s can be perofrmed
concurrently at the first step. Then,
there will be sequentially determined
the subsets P, = {7.'2, T4, ‘L's}, P3; = {‘L’g, 79,
1'10} and Ps= {1'7}.

The considered method of deter-
mining tests schedule allows to receive
several different variants of scheduling
the tests. In order to choose one variant,
it is needed to take into account addi-
tional parameters related to efficiency
of tests performance. For example, there
could be accounted the period of time
between two subsequent tests per-
formed on the same unit. It is important
when intermittent faults are allowable.

Random performing of tests

Random performing of tests is con-
sidered both in context of system

selfchecking and system self-diagnosis.
Self-checking is the process which aims
at discriminating between two states of
a system: fault-free and faulty. The re-
sult of self-checking doesn’t indicie
which of the system units has failed,
and only testifies the presence of
fault(s) in the system. Self-checking
may require small number of tests.
When Par=1and Ps =P =1, itis only
needed to find out if each of the system
units has been tested, at least, once. It
may happen that N tests could be suffi-
cient for system self-checking (see Fig.
4), where N is the number of system
units.

For providing system self-checking
it is not necessary to form the syn-
drome, and, consequently, to perform
its analysis. Only message or signal In-
formix about system fault-free (resp.
faulty) state is sufficient. This can be
done, for example, by the unit which
has produced the test result equal to 1.

Further we are going to consider the
case when tests are performed during
the system operation. Hence, it is not
possible to determine in advance which
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of the system units will be idle at the
definite moment of time and, thus, will
be able to test (or be tested by) another
system unit. From this it follows that
not only the pair of units that provides a
test, but also the instant of test performg
is random. Random is also the number
of tests which will be performed in the
system during a certain period of time.

A)

B)

Figure 4: Cases when each unit is tested

At the beginning, the self-checking
procedure is performed to find out if the
system possesses a faulty unit(s). The
period of self-checking durativ depends
on the requirements to the credibility of
self-checking result. If no test result
equal to 1 is obtained during the self-
checking (i.e., all test results are equal
to 0), then the self-checking procedure
ends, and the respektive message or
signal is delivered to the system envi-
ronment. The self-checking procedure
and subsequent delivering of infor-
mation about the state of the system can

be repeated at certain intervals as long
as the systém is operating. Otherwise,
that is, when the test result indicating
the presence of a faulty unit in the sys-
tem is obtained, the self-checking pro-
cedure is terminated immediately, and
the procedure of self-diagnosis will be
started. The aim of self-diagnosis pro-
cedure is to identify the faulty unit(s).

As the research results show, one of
the most difficult tasks is the task of de-
termining the time duration of self-
checking when all test results indicie
that there are no faulty units in the sys-
tem (i.e., all test results are equal to 0).
For our consideration we need to intro-
duce the term of cycle of self-checking.

Definition:

Cycle of self-checking is the interval
between two subsequent delivering of
self-checking results.

In Fig. 5, the cycle of self-checking
(SSC) and, eventually, self-diagnosis
are depicted.

i start of system operation

| S5C (Cycle of selfchecking)

= delivering of self-checking result
|ssC

.~ delivering of result of self-checking
L&~ occurrence of fault

/88C
one of the tests detects the fault

. untimely termination of self-checking cycle

:3 self-diagnosis procedure

t

Figure 5: Self-checking cycles and fault occur-
rence

Fig.5 can also help to elucidate the
important features of self-checking.

85



ExoJsioriuni Hayku N2 9

| HAYKOBO-TIPAKTUYHHI >KYPHAA

From Fig. 5, it is seen that fault occur-
rence doesn’t lead immediately to ter-
mination of self-checking procedure.
Self-checking, as a rule, will continue
until the fault is detected (caught) by
one of the tests. After normal termina-
tion of each SSC, the result of self-
checking is delivered to the system en-
vironment. This result indicates that the
system is faultfree. Only in case of ex-
ceptional termination of SSC (see Fig.
5), no reset of self-checking is delivered
to the system environment.

Thus, normally, the same infor-
mation is delivered to the system envi-
ronment. Consequently, the idea springs
to mind, that self-checking could be or-
ganized in such way that its result will
not be delivered at all. In this case, ab-
sence of information about system state
would mean that the system is fault-
free. However, this proposition has not
been enough researched both from the
theoretical and practical points of view.
Nevertheless, it is worth noting that this
situation can be considered in contex of
our consideration as a particular case
when the time duration of self-checking
cycle approaches the infinite.

For organization of SSC (mainly, for
defining the time duration of SSC) there
were suggested several solutions [2],
[3], [4]. Basically, SSC continues until
one of the following conditions is met:

1) pre-set time has expired.

Time duration of SSC is a constant
value and is pre-set in advance (denoted
as tc).

2) certain number of tests has been
received.

Time duration of SSC is defined by
the certain number of performed tests,
i.e., SSC continues until there is per-
formed pre-set number of tests. Time
duration of SSC is random.

3) certain testing graph (TG) has
been formed.

SSC continues until the tests form a
certain testing graph (resp. TG which
belongs to the subset of diagnosis
graphs defined a priory. Time duration
of SSC is random.

The cases when time duration of
SSC is pre-set or defined by a certain
number of performed tests can be fur-
ther described from the point of view of
whether the analysis of the received di-
agnosis graph has to be performed or
not. When such analysis doesn’t have to
be performed, the task arises to compute
the probability of the event that all sys-
tem units have been tested at least once.
However, in practice there can be ap-
plied the opposite attitude when the
time duration of SSC (resp., the re-
quired number of tests) is computed
basing on the required probability of the
event that all systém units will be test-
ed. Analysis of the obtained TG aims at
checking whether all system units have
been tested or whether the formed TG
belongs to predefined subset of testing
graphs. It depends on the value of re-
quired credibility of selfchecking result.
When analysis shows that not all of the
system units have been tested, it is pos-
sible to continue the SSC by the prede-
fined period of time (so-called, extend-
ed period). After this extended period
expires, the analysis is repeated. But
this time, all of the tests both performed
during the main and extended periods
are accounted.

Determining the optimal number of
possible extended periods of SSC and
the time of their duration is a separate
problem. Its brief consideration will be
presented further. It is worth noting that
not all tests are of the same importance,
respectively deliver the same diagnosis
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information. Generally, there could be
laid constraints on tests execution which
eliminate less important tests. As an ex-
ample of less important tests, we can
name the duplicated tests. Laying con-
straints on these tests, results in obtain-

ing the testing graph without multiple
edges.

Fig. 6 represents the summary of the
above consideration concerning the
self-checking procedure.

self-checking

v

without constraints
on the tests execution

——

v

with constraints
on the tesls execution

l_l_l

without analysis of| | with analysis of

without analysis of| | with analysis of

the formed TG the formed TG the formed TG the formed TG
pre-set time certain number TG belongs to all units have
duration of SSC of tests predefined subset been tested

Figure 6: Possible variants of self-checking procedure

Conclusions

Sensor networks exploited for envi-
ronment monitoring can work in bad
conditions and can be placed in harsh
environment. In such situations, the
probability of sensor failures may in-
crease significantly. Specifics of sensor
nets deployment can result in impossi-
bility to use external testing and diag-
nosing facilities. In many cases detec-
tion of faulty sensor nodes can be per-
formed by sensor network itself. It
means that one sensor node will test an-
other sensor node. On the basis of ob-
tained test results it is possible to pro-

vide diagnosis of the whole network.
The main problem that arises when per-
forming such mutual testing is the prob-
lem of organization of test performance.
There exist several different or-
ganizations of test performance. In or-
der to choose the most appropriate or-
ganization for diagnosis of each partic-
ular sensor network, preliminary analy-
sis should be conducted. The paper
gives developers and users of sensor
networks the idea of attainable level of
network reliability and fault-tolerance.
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ANCOPBIIA HA BYTAEITEBHX
HAHOTPYBKAX: OTASI

IBanenko 1. M.

KaHIMJAT XIMIYHUX HAyK, TOLEHT KadeIpHu TeXHOJIOTIT
HEOpraHiYHUX PEUOBHH Ta 3arajbHOI XiMIYHOT TEXHOJIOT1T,
XIMIKO-TeXHOJIOTIUHUI (HaKyIbTET,

HauionanbHuit TexHiuHui yHiBepcuteT Ykpainu «KITI»

4 xopnyc, npocnekt ITepemorn 37, m. Kuis, 03056
irinaivanenko@hotmail.com

PosrnsiHyTa npoGiemaTnka BUKOPHCTaHHS BYTJIEHIEBUX HAaHOTPYOOK B aicOpOLIiiHUX Tpolie-
cax OUMILEHHS BOJM i BOJHMX po3unHiB. HaBesjeHa KOpOTKa XapaKTepPUCTUKA CTPYKTYPH OJHO-
1ApoBUX Ta OaraTolapoBUX BYyTJIENEBMX HaHOTPYOok. ITpoananizoBaHuii B3a€eMO3B 30K Mix
BHYTPIIIHBEOIO OyI0BOIO, XiMi€I0 MOBEPXHi Ta aJCOpPOLIHMMH BIACTHBOCTSMHU BYTJICLEBUX Ha-
HOTPYOOK. 3’COBaHO MeXaHi3MH ancopOIil Ha TOBEPXHi BYIJICHEBUX HAHOTPYOOK Ha MOJEKY-
nsipHOMY piBHI. [IpencraBieHi ekcriepuMeHTabHI JI0Ka3n epeKTHBHOCTI HAHOTPYOOK B IpoIiecax
aJCOpOLIfHOrO BHJANCHHA 3 BOJHMX PO3YMHIB IIMPOKOTO ACOPTHMEHTY OpraHiYHHX,
HeopraniuHux Ta OiojoriuHnx 3abpynnroBadiB. KiodoBi ciaoBa: ByrieneBi HaHOTPYOKH,
ajicopOiiina akTHBHICTB, TipodobHa B3aeMois, (GyHKIIOHATbHI I'PYNH, €IEKTPOHO-IOHOPHA
B3a€EMOJIISL.

AncopOuusi Ha yrjepoanbix HaHoTpyOkax. MBanenxo Mpuna Huxoaaesna. Paccmor-
peHa npobieMaTHKa HCIOJIB30BAHUS YTIIEPOIHBIX HAHOTPYOOK B aJCOPOLMOHHBIX MPOLECCaX
OYMCTKU BOZBI U BOAHBIX PacTBOpOB. IIpuBeseHa KpaTkas XapaKTEPHCTHKA CTPYKTYpPBI OIHO-
CIIOWHBIX M MHOTOCIOWHBIX YIIEPOAHBIX HAaHOTPYOOK. IIpoaHann3npoBaHa B3aMMOCBSI3b MEKIY
BHYTPECHHUM CTPOCHHEM, XMMHUEHl MOBEPXHOCTH U aJCOPOLIMOHHBIMU CBOMCTBAMHU YIJICPOIHBIX
HAHOTPYOOK. BBbIICHEHBI MEXaHH3MbI aJCOPOLMM HA MOBEPXHOCTH YTJIEPOAHBIX HAaHOTPYOOK Ha
MOJIEKYJISIPHOM ypoBHe. IIpe/cTaBlICHbl 3KCIEPUMEHTAIbHBIE J0Ka3aTenbCcTBa 3(P(HEKTUBHOCTI
HaHOTPYOOK B TpOLEccax aacopOLHOHHOTO YAaleHHs M3 BOIHBIX PACTBOPOB LIMPOKOTO accop-
THMEHTA OPraHM4eCKHMX, HEOPraHMYECKUX U OMONIOTMYecKHX 3arpasHuteneil. Kiodesble cioBa:
YIJIEpOIHBIC HAHOTPYOKH, aJCOpOLHOHHAs aKTHBHOCTh, ruapodoOHOe B3anMOACHCTBHE, (yHK-
LMOHAIIbHbIE IPYIIIbI, JEKTPOHHO-IOHOPHBIMH B3aUMOJEHCTBUE.

Adsorption on carbon nanotubes. lvanenko Irina. The problems of carbon nanotubes using
in the adsorption process of cleaning water and aqueous solutions considered. The brief descrip-
tion of single-walled and multi-walled carbon nanotubes structures shown. The relationship be-
tween the internal structure, surface chemistry and adsorption properties of carbon analyzed. The
adsorption mechanism on the surface of carbon nanotubes elucidated at the molecular level. Ex-
perimental evidence for the nanotubes effectiveness in the process of adsorption removal from
aqueous solutions of a wide range of organic, inorganic and biological contaminants provided.
Keywords: carbon nanotubes, adsorption activity, hydrophobic interaction, functional groups,
electron-donor interaction.

Beryn MiJrOTOBIIi  IIATHOI  BOJH, BOJIM
CICLIaTbHOTO MPU3HAYCHHS, U OYH-
LICHHS CTIYHUX BOJI Bl PI3HOMaHITHUX
3a0pyIHIOBAYIB SIK OPraHiYHOIO TaK 1

AncopOLiiiHi MpoLecH JOCTaTHBO
JIABHO 1 HIMPOKO 3aCTOCOBYIOTHCS MPH
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